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Abstract—Purpose: SARS-COV-2, a severe acute respiratory syndrome, has caused more than 1 million to be infected worldwide. Corona 

Virus Disease, known as COVID-19, has cases that are worldwide and widespread. What is worse, this number continues to increase. 

Early diagnosis of COVID-19 and finding high-risk patients with a worse prognosis for early prevention is vital. It is essential to screen as 

many as suspect cases for appropriate quarantine and treatment measures to control the spread of the disease. The viral test based on 

samples taken from the lower respiratory tract is the critical standard of diagnosis. However, the availability and quality of laboratory tests in 

the infected area may cause inaccurate results, false positive.  

Methods: In this study, a Deep Learning (DL) method for COVID-19 diagnostic and prognostic analysis using Computed Tomography (CT) 

scans is studied. Based on the COVID-19 CT images, it is aimed to diagnose COVID- 19 at an early stage. Thus, it may take place before 

a clinical diagnosis before pathogenic testing.  

Results: For the testing probability of the disease, 5800 CT images were taken from Kaggle web. 4640 (80%) CT images are used as the 

training step, while 1160 (20%) images are benefitted for the testing step. AlexNet has achieved an overall accuracy of 94. 74%, with 87. 

37% sensitivity and 87. 45% as specificity while Inception-V4 has an overall accuracy of 84. 14%, with 87. 09% sensitivity and 84. 14% as 

specificity. These results show the high value of using Deep learning for early diagnosis of COVID-19. Deep learning is used as a beneficial 

tool for fast screening COVID-19. In this study, it is benefitted to find potential high-risk patients.  

 
Index Terms— Coronavirus, COVID-19, deep learning, machine learning, CT images 
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1 INTRODUCTION                                   

eep Learning (DL) methods can be used in biomedical 
sciences and to help with the early predictions to identify 
and classify the corona virus disease [1]. Screening CT 

dataset to diagnose COVID-19, SARS-COV-2, the new corona 
virus disease which first appeared in Wuhan, China in De-
cember 2019 [2] and so far caused 64,384 deaths, as of April 5, 
approximately more than one million cases confirmed world-
wide, with many more requiring to be tested [3]. However, it 
is not possible to check and cure all infected patients for a 
large number of suspicious and asymptomatic infected pa-
tients.  

Due to the high infection rate, a fast diagnosis using AI 
methods becomes inevitable. Accurate and rapid diagnosis of 
COVID-19 can help isolate infected patients to slow the spread 
of the disease [4]. On the other hand, insufficient medical re-
sources in the epidemic field have become a significant chal-
lenge. Thus, it is vital to identify infected individuals as soon 
as possible to take under quarantine and apply treatment pro-
cedures. Diagnosis of COVID-19 tests is so far done with clini-
cal symptoms, epidemiological history and positive CT images 
and positive pathogenic test [5].  

Here it is hoped to take advantage of the emerging DL 
methods, which enables analysis of the CT images by applying 
appropriate algorithms for early prediction of the corona virus 
disease. About 5800 COVID-19 CT scans were obtained from 
the Kaggle website [6]. Before applying DL methods, the im-

ages were preprocessed. Such filters like Gaussian Blur, Otsu 
threshold, Splitting the Image, Flipping the Image, Histogram 
Features [7]. Also, a Convolutional Neural Network (CNN or 
ConvNet), a class of deep neural networks, is used to process 
the CT images to classify or detect the corona virus disease [8].  

The article is presented as follows. Section 2 discusses the 
literature review, the studies done on COVID-19 using Ma-
chine Learning (ML) methods. Section 3 describes the pro-
posed technique for early diagnosis of COVID-19 from CT 
image datasets with DL model and five image filters. Section 4 
is about the proposed architecture in which DL methods are 
used. Section 5 presents the experimental results and evalua-
tion. Section 6 shows the discussion on the architecture. Final-
ly, Section 7 shows the results of the study.  

2 LITERATURE REVIEW 

In [9], the authors developed a conventional statistical and ML 
tool that is applied for feature extraction from CT images 
COVID-19 infection regions through their finding that gives 
many false-negative results. While [10] showed that in the ear-
ly stage of identification of the disease, the study has a rela-
tively low positive rate regarding evaluating COVID-19. In 
[11], the research is aimed to establish a model of deep learn-
ing-based quantitative CT images in which the authors focus 
on the logistic regression model for predicting the severity of 
COVID-19. [12] is about using Lasso regression screening and 
multivariate logistic regression to predict COVID-19. The au-
thors take such variables (age, Red Blood Cell etc. ) into ac-
count. In [13], the authors study a fully automatic DL system 
that provides a convenient method for COVID-19 diagnostic. 
To let DL system mine lung features automatically, they bene-
fitted a two-step transfer learning strategy. [13] studies on pa-
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tients whom they put into groups based on the interval be-
tween symptom onset and the first CT scan. Their finding is 
COVID-19 pneumonia manifests with chest CT imaging ab-
normalities, even in asymptomatic patients[14].  

3 MATERIALS AND METHODS 

DL enables computational models consisting of multiple pro-
cessing layers to learn [15] representations of data with vari-
ous levels of abstraction. These methods have significantly 
improved the latest technology in many other areas such as 
speech recognition, visual object recognition, object detection, 
and drug discovery, and genomics. DL technique generally 
consists of three main components [16]. These are listed as the 
convolution layer, the common layer, and the output layer. By 
bringing these layers together, a multi-layered structure is 
created, and the pattern data of the input image gradually lose 
size [17]. At the last point, the attributes of the input image are 
mapped as the output layer for classification. The proposed 
approach for the detection of COVID-19 from CT images, pre-
processing. The purpose of size reduction is to reduce the cal-
culation time and cost in the classification method [18]. Linear 
Discriminant Analysis (LDA) was used for size reduction [19]. 
Maximum features used for classification increase computing 
time and storage memory. At the classification stage, CT im-
ages are classified as normal or infected based on DL method 
used which discovers the complex structure in large datasets 
using the backpropagation [20] algorithm to indicate how a 
machine should change the internal parameters used to calcu-
late the representation on each layer from the representation 
on the previous layer. In DL model training, testing, validation 
phases will be focused on [21].  
The classifier is trained with the selected features of the train-
ing data. On the other hand, in the testing phase, the results of 
the classification procedure indicate whether the images have 
COVID-19. The current working architecture is seen in Fig. 1.  

 
Fig. 1. Deep Learning Architecture.  

   On Fig. 1 as seen first the input CT images are taken into the 
system then it is applied Conv within hidden layers, finetun-
ing and there comes the output. For the system no region of 
interest has been provided for suspected lesions in the images 
[22]. After training, CT images are diagnosed with DL as hav-
ing COVID-19 or normal.  
3.1 Image Data Set 

The CT images data set used in this study was obtained from a 
source (KAGGLE) published on the Internet [23]. Therefore, 
an Ethics Committee approval or informed consent form is not 

required. CT scans are in Digital Imaging and Communica-
tions in Medicine (DICOM) format, a special format for CT 
images, which is the standard for communication and man-
agement of medical imaging information and related data. The 
CT images are as on Fig. 2 

 
Fig. 2. Different CT images samples 

   It is aimed to diagnose COVID-19 form CT images by using 
CNN shown in Fig. 1, for which a set of CT-images of COVID-
19 from the kaggle. com benchmark web of dataset science, as 
shown in below Fig. 2 was tested, to perform the accuracy of 
early-screen diagnosis.  
3.2 Image Processing 

Negative Image: CT images are images with a grayscale value. 
The grayscale image is an image where each pixel has only 
one representative amount of light, and each pixel is 8 bits (0- 
255) [24]. The maximum number of colors that can be dis-
played in gray images at any time is 256. Lung CT images are 
not characteristically clear, so for better performance in image 
processing, it is necessary to convert the grayscale image to a 
negative image.  
 

         (1) 
 
where x represents the number of columns, and y represents 
the number of rows. The CT grayscale image shown in Fig. 3 is 
negative.  

 
Fig. 3. Negative of the CT image.  

3.2.1 Gaussian Blur 

Gaussian blur [25] is applied to each CT image to reduce all 
noise of the CT images (Fig. 4). After doing this operation, CT 
images will have the same features.  
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Fig. 4. Gaussian blur application to CT images.  

   When blurring affects CT images, it reduces the visualization 
and visibility of small components in the image. For this rea-
son, Gaussian blur is essential to restore the intact form of the 
image from its distorted version and give the image a sharper 
look [7].  

    (2) 

 
In the formula 2, x represents the number of columns, and y 
represents the number of rows in the core. The 7 × 7 Core is 
used for this function.  

3.2.2 Otsu Threshold 

The Otsu method is a general threshold technique [26]. Uses 
the histogram of the image for threshold search. Maximizes 
the "among the class variance" value of partitioned classes. 
Otsu is achieved by minimizing or maximizing "variance. " 
Otsu is a threshold method applied to every image. Otsu's 
algorithm finds a threshold value (t) that minimizes the 
weighted class variance with this relationship [27].  
 

(t)  (3) 
Here: 

 
 

 
As seen in the formula 3, P (i) is the probability of each pixel 
value. The threshold converts images into a simpler form of an 
image and the perception of the lung region infected (Fig. 5).  

 
Fig. 5. Otsu threshold applied to the CT image.  

3.2.3 Splitting the Image 
The human lung is symmetrical. The center of the starting 
point is selected, and with this point, it divides the image of 
the right and left lungs. The image is cropped at that point and 
converts the left and right images into two specific images. 
Lung CT images are divided into two for better results as seen 
in Fig. 5 [28].  

 
Fig. 6. Splitting the image 

 

3.2.4 Flipping the Image 
After the CT images are divided, they become two parts right 
and left to make the model to understand the image better 
(Fig. 7). The equation for this process is as follows: 

(4) 
 

 
Fig. 7. Flipping the Image.  

 

3.2.5 Histogram Features 
In the histogram features, the image is displayed in pixels. The 
histogram shows the number of pixels in each power value in 
the image. Conversion of the image histogram to power values 
is done by pairing it with a predetermined histogram (Fig. 8).  

 
Fig. 8. Histogram and preprocessed images.  

From the input image, the total gray level range is evaluated 
by the histogram method. There are 256 gray levels, ranging 
from 0 to 255. It has some common features such as variance, 
mean, skewness, kurtosis, and standard deviation.  

IJSER

http://www.ijser.org/


International Journal of Scientific & Engineering Research Volume 11, Issue 4, April-2020                                                                                                       276 

ISSN 2229-5518  

 

IJSER © 2020 

http://www.ijser.org 

4 THE PROPOSED ARCHITECTURE 

The proposed DL system is essential in using CNN architec-
ture. In this DL system, two DL networks are involved: Incep-
tion-V4 and AlexNet, the proposed novel is basically for coro-
na virus diagnostic and prognostic analysis [29]. DL is a family 
of hierarchical neural networks that aim at learning the ab-
stract mapping between raw data to the desired outcome [30]. 
The computational units in DL model are defined as layers, 
and they are integrated to simulate the inference process of the 
human brain. The main computational formulas are convolu-
tion, pooling, activation, and batch normalization, as defined 
in the supplementary.  
 
4.1 Metrics used in health check systems for 

evaluation 

Different performance metrics are often used to investigate the 
performance of different models, such as precision, accuracy, 
Sensitivity (Table 1).  

TABLE 1.  
METRICS USED IN HEALTH 

 
 
4.2 AlexNet 
AlexNet is one of the most famous of CNN architectures. In 
2012 AlexNet accomplished state-of-the-art recognition accu-
racy against all the traditional ML and all other computer ap-
proaches. It was a noteworthy breakthrough in the field of ML 
for image recognition and classification process and it is the 
key point in history where interest in DL has started to in-
crease [31].  

 
Fig. 9. Flow chart of AlexNet method.  

   The architecture of AlexNet is seen in Fig. 9. The first convo-

lutional layer performs convolution and maximum pooling 
with Local Response Normalization using 96 different receiv-
ing filters of 11 × 11 size. Maximum pooling is done with 3 × 3 
filters with step size 2. The same operations are performed on 
the second layer with a 5 × 5 filter. 3 × 3 filters with 384, 384 
and 296 feature maps are used in the third, fourth, and fifth 
convolutional layers, respectively. Two fully connected layers 
are used with dropout followed by a Softmax layer at the end 
[32]. .  
As seen in Fig. 9, in the first step, the data set is taken into 
AlexNet to be analyzed. I. e. to the trained network. The basic 
architecture of the proposed system is created in this way. 
Besides, L2-norm regularization has been adopted to prevent 
overfitting and improve generalization of results [33].  
To train the network, the stochastic gradient estimation meth-
od with 0,9 acceleration was used [34]. About 80% of the data 
set were used for training, the remaining 20% for testing. To 
determine the number of cycles, error-free verification was 
performed at the end of each iteration.  

Table 2.  
ALEXNET TEST RESULTS 

Accuracy Sensitivity Specificity loss 

86. 8 90. 5 88. 3 0. 3879 

94. 0 90. 6 87. 9 0. 1692 

95. 5 84. 7 87. 5 0. 1451 

95. 2 86. 8 86. 1 0. 1711 

95. 3 84. 9 86. 8 0. 1139 

96. 4 89. 0 87. 0 0. 1212 

96. 8 87. 5 88. 3 0. 1458 

94. 1 86. 1 87. 2 0. 1193 

96. 7 86. 7 87. 9 0. 1128 

96. 6 86. 9 87. 5 0. 1052 

 
By changing the loss function, it is aimed to find the best accu-
racy rate.  

 
Fig. 10. AlexNet showing results.  

 
4.3 Inception-V4: 

In computer vision, Inception is a striking deep neural net-
work architecture [35]. The startup algorithm performs much 
better for built-in or mobile computing devices. The way to 
increase accuracy in deep CNN is to increase the level of work 
and the number of units in average sizes at each level. Initial-
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ly, 1 × 1, 3 × 3, 5 × 5 convolution filter and 3 × 3 maximum 
affinity filter is used. The maximum bonding process in the 
convolution layer is very effective. The initial is optimal sparse 
architecture and 3 ~ 10 × faster than other architecture [36].  

TABLE 3.  
INCEPTION-V4 TEST RESULTS 

Sensitivity Specificity Accuracy loss 

88. 23 90. 19 92. 15 0. 4871 

90. 09 63. 91 77. 83 0. 5673 

81. 79 79. 45 88. 11 0. 3854 

79. 75 73. 15 66. 55 0. 4612 

91. 53 92. 78 94. 03 0. 2533 

90. 17 90. 22 90. 28 0. 5274 

88. 80 87. 66 86. 53 0. 2462 

87. 44 85. 11 82. 77 0. 4191 

86. 07 82. 55 79. 02 0. 2412 

 

The overall improvement in the used Inception-V4 model 
produces an average, like 81. 14%. The Fig. below shows it 
summarize for all the test results in Fig. 11.  

 
Fig. 11. Inception-V4.  

5 EXPERIMENTAL RESULTS 
In the study to diagnose COVID-19 at an early stage to isolate 
those who carry the disease can help to decrease the speed of 
contagion. Two different methods are used and compared for 
the AlexNet method, the accuracy average is 94. 74%, and the 
results are as shown in Table 2.  
In contrast, for Inception-V4, the result of the accuracy average 
is 81. 14%, and the results are as shown in Table 3. According 
to the proposed model presented in this study, these compari-
sons reduced the false-negative rate and showed a relatively 
high overall accuracy with more accurate results. The best re-
sult is displayed with the AlexNet method [23]. What is more 
important, the CT scans are applied five different filters, 
which help with the results of optimizing DL model to select 
the best sensitive features from CT images.  

6 DISCUSSION 
In this study, a DL method is proposed using a raw chest CT 
image dataset to assist in the diagnosis and prognostic analy-
sis of COVID-19 [37]. CNN strategy is benefitted to generate 
lung features automatically. First, 5800, CT images were col-
lected from Kaggle Web. The CT images were taken into im-
age preprocessed. Thanks to the training in this CT image data 
set, DL method learns to classify and diagnose COVID-19 at a 
higher rate accuracy.  

7 RESULT 
In this paper, DL architecture for early diagnosis of COVID-19 
by using a benchmark CT-Images dataset is proposed. The 
proposed model shows better results when two methods are 
taken into consideration. DL is much better than the tradition-
al classification approaches for image classification [5], [38] 
process, and effectively reduced the false-negative rate with 
high accuracy, especially when using the AlexNet method. 
However, it is an old method that still finishes the test with 94. 
74% compared to Inception-V4 with and accuracy 81. 14%, 
which is considerably less than the previous state-of-the-art 
result. The results of the proposed model have a high accuracy 
of COVID-19 CT images [39].  
DL method to be used to diagnose COVID-19 can efficiently 
and accurately calculate the infection of 5800 patients through 
simple and easily collected CT images, which in the near fu-
ture can be applied to laboratory CT images as well. The archi-
tecture can be used to screen a large number of suspected 
people’s CT data sets to save people’s lives and to save limited 
medical resources [37]. Optimize the diagnosis process, and it 
can constantly learn, adapt, and upgrade can be improved 
soon as future work.  
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